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Abstract. The inclusive ~z ~ production cross-section 
and the ~//~0 ratio have been measured in pp colli- 

sions at 1 ~  = 63 GeV at the CERN Intersecting Storage 
Rings in the rapidity range 2 .00<y<2.75.  The 7c ~ 
cross-section exhibits a strong y-dependence and falls 
more steeply as a function of Pr, compared with 
the cross-section measured at y~0 .  We find a value 
of 0.46_+0.07 for the t//rc ~ ratio with no significant 
Pr dependence over the range 2.0<Pr<4.0GeV/c. 

1. Introduction 

Measurements of ~z ~ production at small centre-of- 
mass angles [1, 2] have shown that the cross-section 
changes rapidly as a function of Par and y, decreasing 
sharply as one approaches the forward direction. 
Previous measurements in this region at C E R N  In- 
tersecting Storage Rings (ISR) energies [1] were not 
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able to resolve the two photons from the decay and 
could not distinguish between ~z~ ~/'s, and single 
photons. The measurements here were carried out 
using a fine-grained uranium-scintillator sandwich 
calorimeter with good energy and position resolu- 
tion, capable of resolving ~~ with energies up to 
~ 2 5 G e V  (pr~4.5 GeV/c). We have measured the 
Pr and y dependence of the ~0 cross-section at ] / s  
= 6 3 G e V  in the region 1 .0<pr<4 .0  GeV/c, 
2 .00<y<2.75,  and the ratio ~/~o as a function of Pr 
in the range 2 .0<pr<4 .0  GeV/c. The results are 
compared with measurements at the same energy at 
y ~ 0  [3,4] and with measurements in the same ra- 
pidity range at lower centre-of-mass energies [1, 2, 
53. 

2. Apparatus 

The calorimeter, shown in Fig. 1, was a part of the 
Axial Field Spectrometer (AFS) at the C E R N  ISR. 
A detailed description of the AFS and the small- 
angle calorimeter can be found in Refs. 6 and 7 re- 
spectively. The calorimeter was located at a distance 
of 1.76 m from the intersection region. It was centred 
at an angle of 11 ~ with respect to one outgoing 
beam and subtended a solid angle of 25 msr. At this 
position, good energy and spatial resolution are re- 
quired to resolve the two photons from the decay of 
high-energy ~~ This resolution was achieved by 
the use of uranium as a showering material, result- 
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Fig. 1. Hexagon calorimeter 

ing in a compact design, and by the use of narrow 
scintillator strips. The readout consisted of three 
views (Y, U, V) arranged in a hexagonal geometry. 
The views were composed of layers of 2.5 mm thick 
scintillator strips interleaved between 1.6mm thick 
uranium plates. The scintillators were arranged with 
two views per gap, rotated by an angle of 120 ~ with 
respect to each other. The calorimeter was divided 
into a front section, 6.5 radiation lengths (0.47 in- 
teraction lengths) in depth, and a back section, 13.0 
radiation lengths (0.93 interaction lengths). The front 
section consisted of a fiducial region of twenty-four 
1 cm wide strips for each view, surrounded by a 
3.5 cm wide veto region. The back section consisted 
of ten 3 cm wide strips for each view. The strips 
were read out on one end around the perimeter of 
the hexagon using wavelength shifter (BBQ) bars 
coupled to photomultiplier tubes (PMs). The dynode 
signals from the PMs were used for triggering, and 
the anode outputs were recorded by ADCs. 

The accuracy in determining the position of sin- 
gle isolated showers was measured in a test beam of 
electrons and found to be o-x~2.3mm. The mini- 
mum shower separation for resolving two showers 
was ~ 2 c m .  An energy resolution of a(E)/E 
~0.11/1/~ was obtained for electrons, consistent 
with the resolution computed using the EGS Monte 
Carlo program [8]. 

The division into front and back sections pro- 
vided information on the longitudinal development 
of the showers and was used in discriminating 
against hadrons. The e/~ rejection was measured in 

a test beam of 7 GeV electrons and 2z-'s, and an up- 
per limit of 1 ~o (limited by the ability to identify 
electrons in the beam) was obtained for the proba- 
bility for a hadron to be misidentified as an electron 
with an energy > 80 ~o of the beam energy. This re- 
jection was achieved with an electron efficiency of 
96%. 

The relative gains for the phototubes were de- 
termined in the test beam using minimum-ionizing 
particles in each strip. The calibration was maintain- 
ed using the uranium radioactivity as a calibration 
source. 

3. Trigger 

The trigger demanded a signal indicating that a min- 
imum energy had been deposited in the calorimeter 
in coincidence with a "minimum bias" trigger from 
the AFS, which required an inelastic event to have 
occurred in the interaction region. The calorimeter 
signal was formed by adding the dynode outputs of 
the PMs from the front and back sections for the Y, 
U, and V views separately. The calorimeter was 
oriented with the scintillator strips in the U view 
parallel to the direction defining Pr in the labo- 
ratory, and were read out at the end farthest away 
from the beam, as shown in Fig. 2. This resulted in 
producing more observed light for a given energy 
deposition near the phototube end of the strips, 
compared with the opposite end, because of the light 
attenuation in the scintillator. The light output va- 
ried roughly as the inverse of the distance from the 



T. Akesson et al.: Production of ~0 and t/~ at 11 ~ in pp Collisions 7 

PM'S V VIEW 

P M , s ~ A F S  MA6NEI CONE 

Fig. 2. Location of the calorimeter in the transverse plane as view- 
ed from the intersection. The magnet cone is shown at the 
longitudinal position of the calorimeter. RI(R2) is incoming (out- 
going) proton beam 

readout end, and, since p r =  E sin 0 increases linearly 
with x, triggering on a threshold for the observed 
pulse height resulted in a trigger threshold of ap- 
proximately constant Pr over the region covered by 
the calorimeter. 

A minimum energy deposition was required in 
the U view, which defined the Pr of the trigger, in 
addition to corroborating energy in the other two 
views. In these views the variation in pulse height 
was not related to Pr in a simple way, and the 
thresholds were set a factor of 3 lower than in the U 
view. 

The minimum bias trigger utilized two sets of 
scintillation counters. The first, called the "beam- 
beam" counters, were a set of small-angle counters 
located around the two outgoing beams in the for- 
ward direction and covered an angular range 
2 ~  ~ The second set, the "barrel hodoscope" 
consisted of 44 scintillators, 54cm in length, ar- 
ranged azimuthally around the central intersection 
region at a radius of 18 cm. The minimum bias trig- 
ger required either a coincidence of the beam-beam 
counters from each outgoing beam or a signal from 
the barrel hodoscope. The combination of the beam- 
beam and barrel hodoscope counters was sensitive 
to ~ 8 0 %  of the total pp inelastic cross-section 
( > 9 5 %  of the non-diffractive cross-section). The fi- 
nal trigger required a coincidence between the calo- 
rimeter signal and the minimum bias trigger. 

A total of 623,000 events were collected with an 
average luminosity of 1.5 x 1031 cm-2s  -1. The trig- 
ger system of the AFS allowed the calorimeter trig- 
ger to run in a dedicated mode, or in parallel with 
other triggers in the system. The low-p r data (p r<3  
GeV/c) were taken during dedicated runs corre- 
sponding to an integrated luminosity of 2.33 
x 1035 cm -2. The high-Pr data were taken in paral- 

lel with other triggers and correspond to an inte- 
grated luminosity of 6.83 x 1036 cm -2, 

4. Data Analysis 

The raw data were corrected for pedestals and slo- 
pes of the ADC's and a small non-linearity in the 
response of the phototubes at high energies. The 
non-linearity was measured for each PM using an 
external light-source coupled to the phototubes by a 
system of optical fibers. The non-linearity correction 
increased the rE ~ energy by less than 1% at 20 GeV. 
A cut of 25 MeV was applied to the corrected pulse 
heights to suppress the uranium noise before being 
used in the analysis. This removed 99.4% of the 
noise from the front strips and 95.3 % from the back. 

The data were processed with a pattern recog- 
nition program which reconstructed the shower en- 
ergies and positions using the calorimeter infor- 
mation. The program searched for peaks in each 
view separately, and required agreement in position 
and energy between the views to define a shower. 
The energies of peaks which partially overlapped 
were corrected for the amount of shared energy 
using the transverse shape of electron showers mea- 
sured in a test beam. The shower energies were de- 
termined from a fit using the peak pulse-heights and 
positions from each view, and included the correc- 
tions for light attenuation in the strips. 

The conversion from ADC pulse height to en- 
ergy was determined by comparing ~z ~ events in the 
real data with those generated with a Monte Carlo 
program. The Monte Carlo incorporated the known 
geometry of the detector, the effect of light attenua- 
tion in the scintillator strips, and the uranium noise. 
It was used to generate rc~ with a production spec- 
trum and vertex distribution which simulated actual 
ISR conditions. The shower development in the ca- 
lorimeter was simulated with the EGS program. A 
careful study was carried out to ensure that the sho- 
wers generated by EGS reproduced the characteris- 
tics of real showers measured in the test beam and 
at the ISR. Good agreement was found between all 
features of the real and Monte Carlo generated sho- 
wers, except for the transverse energy spread. This 
was attributed to the following reasons: i) the Mon- 
te Carlo program did not adequately describe the 
detailed geometry of the calorimeter in terms of 
gaps between the strips and plates; ii) a small 
amount of optical cross-talk between the scintillators, 
BBQ bars, and light-guides; and iii) the possibility 
that EGS did not describe exactly the tails of the 
energy deposition far away from the central part of 
the shower. Since the 7c ~ reconstruction efficiency at 
high Pr was affected by the lateral shape, a correc- 
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tion was made to the showers generated by EGS to 
redistribute the energy in the front section according 
to the transverse shape measured for real showers. 
This correction shifted the average value of the ra- 
dius for a single shower from 6.3 to 8.3 mm. 

The Monte Carlo program produced simulated 
pulse heights for each phototube which were used as 
input to the standard pattern recognition program. 
The conversion factor from simulated pulse heights 
to GeV was determined by generating single-photon 
showers with a known energy and requiring that the 
reconstructed energy be, on the average, the same as 
that of the original photon. When this factor was 
applied to the ~0 events generated with the same 
program, the correct energy for the 7c ~ was obtained, 
but the average value of the rc ~ mass was 131.1 MeV. 
This shift from the true value for the ~z ~ mass was 
attributed to a slight distortion in the energy sharing 
and relative shower separation as calculated by the 
reconstruction program for showers which were 
close together. The conversion factor from pulse 
height to GeV for the real data was adjusted such that 
the reconstructed rc ~ mass in the real data gave the 
same average value. The uncertainty in the absolute 
energy scale introduced by this method was esti- 
mated to be + 3 %. 

The raw data were selected requiring at least one 
'/7 mass combination above a certain Pr. The Pr cut 
was chosen to be well above the trigger threshold to 
ensure that the selected events were not affected by 
any trigger inefficiency. This resulted in retaining 

25 % of the raw events for the final analysis. Each 
shower in the selected events was then subjected to 
the following criteria: 

i) to be within a fiducial region at least 1 cm from 
the veto region; 
ii) 400MeV minimum energy deposition in the 

whole calorimeter; 
iii) 200MeV minimum energy deposition in the 
front section; 

iv) Efront/Etota 1>0.2. 
The 77 effective mass was computed for all pho- 

ton pairs passing these cuts. Figure 3 shows the mass 
distribution for yy pairs with Pr>3.0GeV/c.  The 
width of the 7c ~ peak is a ~ 11%, in agreement with the 
value obtained with the Monte Carlo program. The 
width of the t/ is cr~ 8 % and also agrees with the 
Monto Carlo calculation. 

The background under the ~0 and t/ peaks was 
mainly due to combinatorial  background from ad- 
ditional photons in the event and to hadronic sho- 
wers not eliminated by the cuts, There was also the 
background from non-beam-beam interactions, such 
as beam-gas events, and beam-halo events fl'om par- 
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Fig.3. Gamma-gamma invariant mass for photons passing cuts 
and PT of the ?y pair greater than 3.0 GeV/c. Insert shows t/mass 
region enlarged with fitted background curve 

ticles outside the beam which interacted with ma- 
terial in the ISR. These events were a possible source 
of background since no vertex requirement was 
made in the analysis. The events occuring outside of 
the interaction region produced particles which en- 
tered the calorimeter either from behind or from the 
front at an oblique angle. Hadronic  showers of this 
type were largely eliminated by the longitudinal show- 
er development cut. The backgrounds from secon- 
dary interactions in the vacuum chamber and from 
cosmic rays were negligible. 

The 77 mass distributions were fitted in the re- 
gion of the ~c ~ and t / to  a Gaussian peak plus a poly- 
nomial background. The background was deter- 
mined from the fit and subtracted to give the true ~0 
and r/ signals. The background varied from 27% at 
p r = l  GeV/c to 8~o at p r = 4 G e V / c  for the ~z ~ and 
50% at pr=2 GeV/c to 20% at p r = 4 . 0  GeV/c for 
the t/. 

5. Corrections for Efficiency and Acceptance 

The geometrical acceptance and reconstruction ef- 
ficiency were calculated using the Monte Carlo pro- 
gram. Neutral  pions and t/'s were generated with a 
spectrum given by A(p~+mZ)N(1--XR) M where x R 

=2pills ,  using the parameters for 0cm=8 ~ given in 
[1] and listed in Table 1. The parameters were va- 
ried over limits consistent with the fits to this form 
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Table 1. Fits to the form A(p~+mZ)N(1--XR)~t; XR=2p/I/S 

This experiment 1 / s = 5 3  1 / s = 5 3  
0om~8 ~ 0om~ 17 ~ 
Ref. 1 Ref. 1 

1/s  = 13.8, 19.4 GeV 
15~ 115 ~ 
Ref. 2 

A (cm 2 GeV -2) 1.21 _+0.06 x 10 .26 3.69 X 10 -26 1.80 X 10 -26 
m (GeV/c 2) 1.03 _+0.01 1.111 1.121 
N - 4.32 _+ 0.08 - 5.04 - 4.64 
M 6.39 _+ 0.22 4.02 2.94 
zz /DOF 66/65 188/87 153/131 

1.22_+0.15 x 10 -26 
0.90_+ 0.02 

-- 4.90_+ 0.06 
4.42 _+ 0.05 
306/142 

from our own measurements in. order to determine 
the sensitivity of the acceptance and efficiency calcu- 
lations to the parametrization used in the genera- 
tion. The reconstruction efficiency was computed for 
both  the n ~ and r/by simulating events with the Mon- 
te Carlo program and analysing these events with 
the same pattern recognition program and cuts as 
those used for the real data. 

Figure 4a  shows the combined geometrical ac- 
ceptance and reconstruction efficiency for n~ in 
three rapidity intervals. The variation with y is mainly 
due to the different solid-angle converage of the ca- 
lorimeter at different 0cm. Figure 4b shows the com- 
bined acceptance and efficiency for the t/ relative to 
the n ~ averaged over the rapidity range 
2 .00<y<2.75 .  The bands indicate the statistical and 
systematic errors from the Monte Carlo calculation 
of the efficiencies, and the systematic error on the 
acceptance due to the uncertainty in the production 
spectrum. 

The corrections for energy resolution and leak- 
age of energy out of the back of the calorimeter 
were taken into account by the Monte  Carlo pro- 
gram. The back leakage, calculated by EGS, varied 
from 2 ~o for 4 GeV showers to 4 ~o for 20 GeV show- 
ers. 

6. n ~ C r o s s - S e c t i o n s  

The absolute normalization for the n o cross-section 
was determined using the luminosity measured with 
the beam-beam counters. The constant for convert- 
ing from the observed rates in these counters to lu- 
minosity was measured periodically throughout the 
experiment during special ISR runs. The error in the 
normalization introduced by the uncertainty in the 
luminosity measurement was 6 ~o. The cross-sections 
were also corrected by a factor of 1.25 for the frac- 
tion of the total inelastic pp cross-section which did 
not satisfy the minimum bias trigger. This correction 
assumes that the events which did not satisfy the trig- 
ger had the same probability for producing a n ~ in 
the calorimeter as those which did satisfy the trigger. 
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Fig. 4 a. Combined geometrical acceptance and reconstruction ef- 
ficiency for n~ versus Pr. Curve (a) is for 2 .00<y<2.25 ,  curve (b) 
2 .25<y<2.50 ,  and curve (c) 2 .50<y<2.75 .  Normalizat ion is to 
the interval A y=0.25,  A q~ = 1.7 rad. b Combined geometrical ac- 
ceptance and reconstruction efficiency for t/'s relative to n~ ver- 
sus Pr for 2 .00<y<2.75 .  The bands indicate the statistical and 
systematic errors 

The observed number of n~ was determined 
from the fits to the signal plus background as a 
function of Pr in the mass range 90<m7~<170 MeV. 
The number of n~ was corrected for geometrical 
acceptance and reconstruction efficiency and conver- 
ted to an invariant cross-section using the measured 
values for the luminosity. The data for each trigger 
threshold were normalized independently and used 
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to compute a weighted average for the cross-section 
in each Y--PT bin. The combining together of runs 
taken at different thresholds leads to an additional 
systematic error of 15% on the final cross-section. 
Figure 5 and Table 2 give the invariant cross-section 
as a function of PT in three y intervals. The errors 
given are the combined statistical and systematic er- 
rors. The effects of the systematic errors on the final 
cross-section are listed in Table 3. 

The cross-section decreases rapidly with increas- 
ing y over the rapidity range covered. The result of a 
fit of our data to the form A(p2+mZ)N(1--XR) v as 
suggested by radial scaling [9] is listed in Table 1 
along with the values given in [1] for 0r ~ and 

0~m~17 ~ at l / S = 5 3  GeV, and from Ref. 2 for 

15~ ~ for ] / s  in the range 14-24 GeV. The 
fit to our data gives a steeper x R (and hence y) de- 
pendence and a less steep PT dependence than the 
other results. It should be noted, however, that the 
parameters N and M are highly correlated, reflecting 
the fact that it is difficult to determine simul- 
taneously the Pr and x R dependence of the cross- 
section with data over a limited range of rapidity at 

fixed 1/s. Part of the difference between the fitted 
parameters may also be attributed to the fact that 
the 7c~ in [1] were unresolved, and hence more sus- 
ceptible to background, whilst [2], although for re- 

solved rc~ was at a significantly lower l / s .  Figure 5 
also shows data at 90 ~ for PT>3.0 GeV/c for the 

same 1/s from [3] (Kourkoumelis et al.). The cross- 
section at large rapidity is smaller and decreases 
more rapidly as a function of Pr than the data at 
y ~ 0 .  This effect was also observed at lower energies 
El, 2]. 

10 -27 ~ i i I I I 1 
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x 225<y<2.50 t ;i I 10-28 vrS = 63  6 e V  o y-o Ref. (31 
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10-29 

~> 10 -~o ;'}++ 
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{ I * + * ~': 
I0-33 - T § - +*+ 
10-3c, _ 
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PT (GeV/c) 
Fig. 5. Invariant ~z ~ cross-section. Closed circles are for 
2.00<y<2.25, crosses 2.25<y<2.50, and triangles 2.50<y<2.75. 
Errors are statistical and systematic. Open circles are data at y ~ 0  
from Ref. 3 (Kourkoumelis et al.) 

Table 2. Invariant cross-section pp ~ n~ 1/s=63  OeV 

Pr range (P r )  
(GeV/c) (GeV/c) 

E(d 8 a/dp3)(cm 2 GeV- 2 c 8) 

2.00<y<2.25 2.25<y<2.50 2.50<y<2.75 

1.0-1.1 1 . 0 5  1.81_+0.44x 
1.1-1.2 1 . 1 5  1.09_+0.27x 
1.2-1.3 1 . 2 5  6.31_+1.58x 
1.3-1.4 1 . 3 5  4.36_+1.10x 
1.4-1.5 1 . 4 5  2.27_+0.59x 
1.5-1.6 1 . 5 5  1.16_+0.29x 
1.6-1.7 1 . 6 5  6.65_+1.66x 
1.7-1.8 1 . 7 5  4.71_+1.19x 
1.8-1.9 1 . 8 5  2.65_+0.69x 
1.9-2.0 1 . 9 5  1.56_+0.38x 
2.0-2.1 2.05 1.12_+0.27x 
2.1-2.2 2.15 7.05_+1.71x 
2.2-2.3 2.25 5.08_+1.24x 
2.3-2.4 2.35 3.46_+0.84x 
2.4-2.6 2 . 4 8  1.86_+0.45x 
2.6-2.8 2.68 9.04_+2.20x 
2.8-3.0 2.88 3.79_+0.94x 
3.0-3.2 3 . 0 8  1.61_+0.39x 
3.2-3.4 3 . 2 8  7.14_+1.72x 
3.4-3.6 3 . 4 8  3.57_+0.87x 
3.6-3.8 3 . 6 8  1.62_+0.40x 
3.8-4.0 3 . 8 8  5.99_+1.54x 
4.0-4.2 4.08 2.81_+0.78x 
4.2 4.4 4.28 6.97_+2.67x 

10 -28  
10 28 
10 29 
t 0 - 2 9  

1 0 - 2 9  
1 0 - 2 9  
10 30 
10-3o 
10 -30 
10-30 
10-30 
10 -31 
10 31 
10 31 
10 -31 
10 . 3 2  
10 32 
1 0 - 3 2  
10 33 

10 33 
10 33 
1 0 - 3 4  

10 34 
10-35 

1.38• 
6.59_+1.62x 
3.47_+0.86x 
2.20_+0.55x 
1.16_+0.30x 
7.37_+1.80x 
4.16_+1.03x 
2.33_+0.59x 
1.32_+0.34x 
7.84_+1.89x 
5.15_+1.25x 
3.44_+0.84x 
2.33_+0.57x 
t.66_+0.~ x 
7.83_+1.90x 
3.11_+0.77x 
1.13_+0.29x 
3.68_+0.92x 
1.00_+0.25x 
4.94_+1.26x 
1.11• 
6.78_+2.49x 

10 -28  
1 0 - 2 9  

1 0 - 2 9  
10 29 
10-29 
1 0 - 3 o  
10 30 
1 0 - 3 0  

10 . 3 0  
10 31 
10-31  
10 -31  

10 31 
10 31 
10 -32  
1 0 - 3 2  
10 32 
1 0 - 3 3  
l 0  33 

10 34 
1 0 - 3 4  
1 0 - 3 5  

9.93_+2.51 x 10 -29 
5.74_+1.48 x 10 . 2 9  

3.74_+0.99 x 10 .29 
1.73_+0.49 x 10 .29 
6.48_+2.15 x 10 30 
3.99_+ 1.06 x 10 3o 
2.30-t-0.64 x 10 -30 
8.85_+2.86 x 10 31 
5.41 4-1.93 x 10 -31 
3.78_+0.94 x 10 31 
1.94_+0.50 x 10 -81 
1.28_+0.34 x 10 -81 
9.17_+2.49 x 10 .32 
4.84_+ 1.27 x 10 -32 
2.07_+0.55 x 10 -32  

2.89_+ 1.18 x 10 .88 
1.65_+ 1.23 x 10 33 
5.81_+2.38 x 10 .84 
1.18_+0.58 x 10 84 
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Table 3. 

Source of systematic error Error on 
E(d3 G/dp 3) 
(%) 

1) Uncertainty in the absolute energy 15 
scale (+_3 %) 

2) Run-to-run systematic variations 15 
for different Pr thresholds 

3) Geometrical acceptance 6 
4) Reconstruction efficiency 6 
5) Luminosity measurement 6 
6) Non-linearity correction (for Pr > 3 GeV/c) 5 
7) Background subtraction 4 

Total 24 
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Fig. 6. Corrected t//~ ~ ratio versus Pw Inner error bars are statisti- 
cal only. Outer error bars include the statistical and systematical 
errors folded together. The average value over the PT range 
2.0 <PT < 4.0 is 0.46 _+ 0.02 (statistical) _+ 0.06 (systematic) 

7. The q/n ~ Ratio 

The number of t /events was determined by subtract- 
ing the background given by the fits in the mass re- 
gion 4 5 0 < m ~ < 6 5 0  MeV as a function of PT in a 
manner similar to that for the n~ The fits indicate 
a 2% loss of the true tl signal due to the mass cut. 
This was corrected for in obtaining the true number 
of observed t/events. 

Figure 6 shows the t//Tc ~ ratio corrected for re- 
lative geometrical acceptance and reconstruction ef- 
ficiency as a function of PT averaged over the ra- 
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pidity range 2.0 < y < 2.75. The errors shown are stat- 
istical and systematic. The two main sources of sys- 
tematic error are the background subtraction for the 
t/, and the error on the relative efficiency and accep- 
tance. The former dominates the systematic error for 
PT<3 GeV/c, whilst the latter dominates for PT>3 
GeV/c. The ratio shows no apparent Pr dependence 
over the range 2 .0<PT<4.0 and has an average val- 
ue of 0.46 _+0.02 (statistical) _+0.06 (systematic) over 
that range. The value given in [4] at y ~ 0  is 0.57 
_+0.08 over the PT range 3 < p T < 7  GeV/c, and is in- 

dependent of l / s  between 31 and 62 GeV. The result 
obtained here is essentially equal to the value of 0.45 

_+0.02_+0.05 measured at Fermilab [5] at ] / s=13 .8  
and 19.4 GeV for y ~ 0  and y ~ l . 3 .  

In summary, we have measured the n ~ invariant 
cross-section in the rapidity range 2 .00<y<2.75,  
and have found that the cross-sections change ra- 
pidly with y and have a PT dependence which is 
steeper than that observed at y ~ 0 .  We have mea- 
sured the ratio q/n ~ and found a value which is in 
agreement with data at other values of rapidity and 
energy. The knowledge of the n ~ cross-section and 
r//n ~ ratio in this kinematic region is important for 
the study of single-photon production, as presented 
in a separate paper [10]. 
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